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Chapter I

INTRODUCTION

Statement of Problem

The central problem that this thesis addresses is the problem of interactively designing free-

form cures and surfaces on a computer graphics display. With slight variations, the same

methods may be used for a broad class of data fitting and data smoothing problems.

This class of problems is part of a study that Forrest has termedcomputational geom-

etry [21]. The goal of this thesis is to provide a mathematical system that meets Forrest’s

criteria [20, p.3]:

Not only must we be able to represent the required shapes accurately and in

a form amenable to computation, but we must also provide a good interface

between a user who does not necessarily have any mathematical skills and the

mathematical representation he is controlling. This is of considerable impor-

tance, both to ensure initial acceptance of new techniques and to maintain as

many [existing] design procedures as possible.

The two important and readily distinguishable aspects of the central problem were thus

pointed out by Forrest. To paraphrase, first we need a satisfactory and suitably general

mathematical method for describing or, more appropriately, defining very general free-

form curves and “sculptured” surfaces such as those found for instance on hulls, automobile

bodies, or even a marble statue. Simply stated, the first aspect of the problem is to give a

mathematical description of the shape of an object.

The second and equally important aspect concerns the interface between the underlying

mathematical techniques and the designer or user who may have little mathematical train-

ing. In order to be successful, a computer-aided design (CAD) system must have appeal
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to the designer. It must be simple, intuitive and easy to use. Ideally, an interactive design

system makes no mathematical demands on the user other than those to which he has been

formerly accustomed through drafting and design experience.

Traditional Approach—Make a (Hard) Model

Traditionally the design process has been implemented in a non-interactive way. The de-

signer goes about his chore in essentially the same way that it has always been done–draw

a picture or sketch, make a model, then have that model copied. There are certain modern

tools and conveniences like large drafting boards, French curves or sweeps, various draw-

ing instruments, computers with graphics terminals, and various sculpturing instruments

for working in a variety of materials; but this basic procedure, the basic sequence of steps,

has remained relatively unchanged through centuries of manufacturing design.

From the point of view of modern manufacturing methods there are many deficiencies

in the traditional approach to design. To the extent that traditional design techniques have

been automated, the automation has consisted principally of mathematically copying pre-

existing curves or surfaces. Deriving a viable mathematical definition from a “hard” model,

that is, an actual 2-dimensional or 3-dimensional replica, is very expensive and time con-

suming, and, in general, the model is imprecise. It may not be exactly symmetric where

it was intended to be. Moreover, many other types of inaccuracies enter in to an entirely

“free-form” process like this.

Thus, the conventional approach to computer-aided design is characterized by a stage

that involved thecopyingof a physical model. The computer is used primarily in the final

stages to do data management and curve fitting in a non-interactive way.
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Bézier and Syst̀eme UNISURF—Make a Mathematical (Soft)
Model

P. Bézier a director of Ŕegie Renault in Paris, conceived Système UNISURF and guided

it through its development. It is different from most CAD systems in several ways. Bézier

approached the system from an instinctive, geometrical direction that drew heavily on his

knowledge and background in styling. Most importantly, it is highly successful operational

system—designers use it every day to design automobiles (and occasionally less practical

artifacts).

The interface with the user is a large numerically controlled drafting board which is

shared by the designer and the computer. The man-machine dialogue proceeds in the fol-

lowing way for the design of a curve. First the designer sketches on the drafting board until

he finds a curve that suits his eye. Then he calls upon his previous experience with Système

UNISURF as he draws an (open) polygon about the sketched curve (see Figures 1, 6, 7)

which in a crude way mimics the gross shape properties of the curve. The next step is to

digitize the vertices of the polygon and to compute the corresponding “Bézier curve.” This

curve is then drawn by an automatic drafting machine driven by the computer. Usually

there is an intolerable discrepancy between the hand-drawn curve and the machine drawn

model, although the resemblance is obvious. After a few cycles of perturbing the polygon

and visually comparing the associated curve with the hand drawn curve, a suitable repre-

sentation is achieved. “Convergence” is purely a matter of subjective taste and aesthetic

judgment. Part of the designer’s function at Renault is to exercise this judgment. Figure 1

shows such a “convergent” sequence.

This way of designing curves easily generalized to a method for designing surfaces

simply by using the usual cartesian product form of the one-dimensional case [6]. The

(open) B́ezier polygon becomes a “Bézier net,” that is, a piecewise bilinear net. Figure 2

illustrates the relationship between a Bézier net and a B́ezier surface.

There are many reasons for the success of Système UNISURF. One is that the system
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manages to extract from the designer a succinct mathematical definition (in the form of

an appropriate B́ezier polygon or net) of each curve or surface almost at the moment of

its conception. Thevery earlyexistence of amathematical modelis a great advantage

in placing the remainder of the manufacturing process under computer control. From the

computer based mathematical model a system can provide a two-dimensional drawing or

a three-dimensional physical model cut by numerically controlled machines for immedi-

ate inspection. The mathematical model is also used to produce the dies needed in the

manufacturing process; for example, for sheet metal stamping of automobile panels. The

philosophy at Renault is to leave all aesthetic decisions to the designer and all of the tedious

data manipulation to the machine.

In Chapters II and III we will examine the mathematical basis for the method of Bézier.

The essence of the success of Bézier system is that it combines modern approximation

theory and geometry in a way that provides the designer with computerized analogs of his

conventional design and drafting tools. For more details discussions of this method of CAD

see B́ezier [6, 7, 8], Forrest [18], and Gordon and Riesenfeld [25].

B-Spline Curves and Surfaces

This thesis shows how it is possible to preserve the basic method of Bézier for curve and

surface descriptions while generalizing the class of curves and surfaces that it encompasses

from parametric polynomials to parametric spline functions. These new curves and surfaces

will be based on B-spline approximation instead of the more classical Bernstein polynomial

approximation theory which underlies Bézier curves and surfaces.



Chapter II

BERNSTEIN APPROXIMATION—A REVIEW

The purpose of this section is to describe the approximation theoretic basis of Bernstein

approximation.

Definition of Berstein Polynomials

Definition 2.1 TheBerstein polynomial approximation of degreem to an arbitrary function

f : [0, 1]−→R is:

Bm[f ; s] =
m∑

i=0

f
(
i

m

)
φi(s) (2.1)

where the weighting functionsφi are, fors ∈ [0, 1], the discrete binomial probability den-

sity functions for a fixed probabilitys

φi(s) =

(
m

i

)
si(1 − s)m−i i = 0, 1, . . . ,m. (2.2)

Graphics of the above weights as functions ofs appear in Figure 3.

Convergence Properties

Very often Bernstein polynomials are encountered in a constructive proof of the Weierstrass

Theorem. They, in fact, lead to a much stronger theorem of which Weierstrass is a special

case:

Theorem 2.1 Letf(s) ∈ C [n][0, 1]. Then

lim
n→∞B

(p)
n [f ; s] = f (p)(s) (2.3)

uniformly on[0, 1] for p = 0, 1, . . . , n.

Forp = 0, Theorem 2.1 reduces to the ordinary Weierstrass Theorem. P. J. Davis [15] refers

to the convergence behavior described in Theorem 2.1 as the “simultaneous approximation

of the function and its derivatives.”
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Bernstein approximation does not fare well if the role of convergence is measured in

the sup norm.

Example 2.1 The second degree Bernstein approximation to the functionf(s) = s2 is

B2[s
2; s] = s2 +

s(1 − s)

2
(2.4)

Obviously,s2 < Bs[s
2; s] < s for all s ∈ (0, 1). More generally, themth degree Bernstein

approximation tof(s) = s2 is

Bm[s2; s] = s2 +
s(1 − s)

m
, (2.5)

which illustrates the notably slow convergence (like1/m) of the Bernstein approximation

Bm[f ] to the primitivef .

On the other hand, we do not wish to discount the possibility that there may exist some

norm for which the Bernstein approximation is, in fact, a minimum norm approximation.

In view of the fact that Bernstein polynomials provide simultaneous approximation of a

function and its derivative, such a norm must clearly involved the derivatives off .

Probabilistic Interpretation

Bernstein approximation theory abounds with probabilistic interpretations. For instance,

we can give the following meaning toBm[f ; s]: Let s be the probability of the occurrence of

a given even in each ofm Bernoulli trials. Then the probabilities of0, 1, . . . ,m occurrences

of this areφ0(s), φ1(s), . . . , φm(s), respectively. Moreover, iff( i
m

) represents the “value”

of obtaining exactlyi occurrences, then expression (2.1) is the expected “value” of the

m + 1 trials. Of course, fors = 0 the expected value is simplyf(0); and fors = 1 it is

f(1).

Bernstein polynomials are often encountered in discussions of the Law of Large Num-

bers. Roughly speaking, this law states that in experiment involvingm Bernoulli trials, the
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ratio of the number of successes to the total number of trials approaches the true population

probability asm becomes infinite. More precisely, lets be the probability of a success.

Then for givenε, δ > 0, there exists anm sufficiently large such that the probability that

i/m differs froms by less thanδ is greater then1 − ε, that is,

Prob
{∣∣∣∣ im − s

∣∣∣∣ < δ
}

=
∑
i∈I

φi(s) > 1 − ε, whereI =
{
i :
∣∣∣∣ im − s

∣∣∣∣ < δ
}

(2.6)

For a fixed values, the value of the Bernstein polynomialBm[f ; s] ats is essentially deter-

mined by the values off in a small neighborhood ofs, and

lim
m→∞Bm[f ; s] = f(s) (2.7)

uniformly for all s ∈ [0, 1] providedf is continuous. But this last statement is nothing

more than the ubiquitous Weierstrass Theorem.

In general, for any value ofs ∈ [0, 1], Bm[f ; s] is a convex linear combination of the

values off at them + 1 nodal pointsf(0), f
(

1
m

)
, . . . , f(1). Furthermore, in view of the

above remarks, we can think of the approximation as begin, in some sense, a statistically

smooth convex linear combination of these nodal points.

The Bernstein Basis

We now recall some of the elementary properties of the binomial probability densities:

φi(s) ≥ 0, i = 0, 1, . . . ,m;
m∑

i=0

φi(s) ≡ 1 for s ∈ [0, 1]. (2.8)
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And,

i = 1, 2, . . .m− 1




φ0(0) = 1; φ
(j)
0 (1) = 0 (j = 0, 1, . . . ,m− 1)

φ
(j)
i (0) = 0 (j = 0, 1, . . . , i− 1)

φ
(i)
i (0) =

m!

(m− i)!

φ
(j)
i (1) = 0 (j = 0, 1, . . . ,m− i− 1)

φ
(m−1)
i (1) = (−1)m−i m!

(m− i)!

φm(1) = 1; φ(j)
m (0) = 0 (j = 0, 1, . . . ,m− 1)

(2.9)

These relations serve to completely characterize the Bernstein basis{φi(s)}m
i=0 for the

linear spacePm of polynomials of degreem.

The maximum of the functionφi(s) occurs at the values = 1/m (i 6= 0,m) and is

φi

(
i

m

)
=

(
m

i

)
ii(m− i)m−i

mm
(2.10)

In particular, note that fori 6= 0,m:

φi(s) < 1 for s ∈ [0, 1], (2.11)

and thatφ0(0) = 1, φ0(1) = 0, andφm(0) = 0, φm(1) = 1, which imply that the two

endpoint valuesf(0) andf(1) are, in general, the only values which are interpolated by

the Bernstein polynomial. Figure 3 shows the graphs of the Bernstein basis functions for

m = 5.

From the above relations involving the values of theφi(s) and their derivatives at the

endpoints of the unit interval, it is easy to see that the endpoint derivatives of the Bernstein

polynomial itself are given by

At s = 0:
di

dsi
Bm[f ; s]

∣∣∣
s=0

=
m!

(m− i)!

i∑
j=0

(−1)i−j

(
i

j

)
f
(
j

m

)

At s = 1:
di

dsi
Bm[f ; s]

∣∣∣
s=1

=
m!

(m− i)!

i∑
j=0

(−1)j

(
i

j

)
f
(
m− j

m

) (2.12)
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From these last expressions, note that theith derivatives at the endpointss = 0, 1 are

determined by the values off(s) at that endpoint and at thei points nearest the endpoint.

Specifically, the first derivatives are

B′
m[f ; s]

∣∣∣
s=0

=
∆f(0)

1
m

= m
[
f
(

1
m

)
− f(0)

]

B′
m[f ; s]

∣∣∣
s=0

=
∆f

(
m−1

m

)
1
m

= m
[
f(1) − f

(
m−1

m

)] (2.13)

which means that the polynomial is tangent at the endpoints to the straight line joining the

endpoint to the neighboring interior point.

Finite Difference Characterization

It is not difficult to show [15, pp. 108–109] thatBm[f ; s] can be expressed in finite differ-

ence form as follows

Bm[f ; s] =
m∑

i=0

∆if(0)

(
m

i

)
si (2.14)

where∆i is the forward difference operator appliedi times. We shall examine some of the

geometric implications of these formulae in the following section.

Another expression forBm[f ; s] can be obtained by using relations (2.12) in the Taylor

expansion of the polynomial,i.e.,

Bm[f ; s] =
m∑

i=0

B(i)
m [f ; s]

∣∣∣
s=0

si

i!

=
m∑

i=0

(
m

i

)
si

i∑
j=0

(−1)i−j

(
j

i

)
f
(
j

m

)
(2.15)

Inversion Formula

Now if P (s) is anymth degree polynomial defined fors ∈ [0, 1], it can be regardedas

the unique Bernstein polynomial approximation of degreem to someuniqueset of values

{f(0, f(1/m), . . . , f(0)}. This latter set of values is easily determined in terms of the
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endpoint derivatives ofP (s) as

f
(
j

m

)
=

j∑
i=0

(
j

i

)
(m− i)!

m!
p(i)(0)

=
m−j∑
i=0

(−1)i

(
m− j

k

)
(m− i)!

m!
p(i)(1) (2.16)

Expression (2.16) is aninversion formulaand can be fruitfully exploited in connection with

CAD applications.

Bounded Derivatives, Monotonicity, Convexity

The remarkable characteristics of the Bernstein polynomials are the extent to which they

mimic the principal features of the primitive functionf and the fact that the Bernstein

approximation is always at least as smooth s the primitive function. These properties are

more precisely described in the following theorems.

Theorem 2.2 cf. [15, p. 114]: If the ith derivative off(s) is bounded between the limits

αi andβi:

αi ≤ f (i)(s) ≤ βi s ∈ [0, 1] (i = 0, 1, . . . ,m), (2.17)

then theith derivative of itsmth degree Bernstein approximant is bounded by

αi ≤ mi

m(m− 1) · · · (m− i+ 1)
B(i)

m [f ] ≤ βi (2.18)

for 1 ≤ i ≤ m, and fori = 0

α0 ≤ Bm[f ] ≤ β0 (2.19)

In words, fori = 0, the theorem states that the values of the Bernstein polynomials lie

entirely within the range of the maximum and minimum values off(s) for s ∈ [0, 1]. And,

for i = 1, we conclude that iff is monotonic, so isBm[f ]; for i = 2, if f is convex (or

concave), so isBm[f ]. In general, iff (i) ≥ 0, thenB(i)
m [f ] ≥ 0.

The standard objection to Lagrange polynomial interpolation and minimum norm ap-

proximation (e.g., least squares) is that the approximant evidences extraneous features such
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as unwanted undulations. In contrast, the above theorem states that the Bernstein polyno-

mial imitates the gross properties off extremely well, but at the expense of closeness of

fit. We have already noted, however, thatlim
m→∞Bm[f ] = f .

Variation Diminishing Property

Another important result concerning the smoothness of Bernstein polynomials is due to

Schoenberg [36].

Theorem 2.3 Letf be the real-value function defined on the interval[0, 1]. Then

Z[Bm[f ]] ≤ V [f ] (2.20)

whereV [f ] is the number of sign changes off in [0, 1] andZ[Bm[f ]] is the number of real

zeros ofBm[f ] in [0, 1].

Schoenberg refers to this property of the Bernstein polynomial as the “variation dimin-

ishing property”.

Definition 2.2 An approximation scheme has thevariation diminishing propertyif:

1. It reproduces linear functions exactly, and

2. The approximation has no more zeros than the primitive itself.

By condition (1) above and the fact thatBm is a linear operator (see (2.4)) we have

Bm[f − a− bs] = Bm[f ] − a− bs (2.21)

Subtracting the linear functiona + bs from f on both sides of (2.20) and using the above

inequality admits the following useful extension

Z[Bm[f ] − a− bs] ≤ V [f − a− bs] (2.22)
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This means that the number of intersections of the graph ofBm[f ] with any straight lines

y = a + bs does not exceed the number of crossing of that straight line by the primitive

functionf .

In the same paper, Schoenberg has also shown that the variation diminishing property

cited above leads directly to a proof of the Popoviciu Theorem [33, 37]

T (Bm[f ]) ≤ T (f) (2.23)

whereT (f) denotes the more traditional notion of total variation off over the domain

s ∈ [0, 1]. In fact, unlessf is monotonic over[0, 1], the inequality in (2.23) is strict.

The Bernstein Operator

As is the usual practice in approximation theory, we can considerBm to be an operator

defined onC [i][0, 1] for some natural numberi. Obviously,Bm is a linear operator:

Bm[αf + βg] = αBm[f ] + βBm[g] (2.24)

for any real numbersα andβ.

In the sense of (2.23), the Bernstein operatorBm can be said to be acontraction op-

erator on the space of functions of bounded variation. On the contrary, the commonly

used methods of polynomial interpolation and minimum norm approximation have no such

smoothing effect.

As we noted in Example 2.1, the Bernstein approximation of degreem to a givenmth

degree polynomialPm is some othermth degree polynomial; that is,

Bm[P −m] 6= Pm. (2.25)

Thus, as distinguished from most linear approximation operators, the Bernstein opera-

tor is not idempotent.

An obvious corollary to the Schoenberg theorems on the variations diminishing prop-

erties of Bernstein polynomials is that successive iterates of the operatorBm results in
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successively “smoother” approximations. In [27] Rivlin and Kelisky showed that as the

number of iterations becomes unbounded, the Bernstein approximation

BmBm · · ·Bm[f ] (2.26)

converges to the straight line passing throughf(0) andf(1).

The definition ofBm also quickly verifies that it is a positive operator; that is, it pro-

duces a positive approximation to a primitive function that is positive over[0, 1]. However,

we do not explore the repercussions of this observation in this thesis.

In view of the many appealing properties of the Bernstein operator, it seems surprising

that these techniques have not been more widely used in applications. The explanation

for this is, of course, that they converge very slowly in the uniform norm (Example 2.1).

However, they do seem eminently well-suited to the geometric problems of free-form curve

and surface design in which smoothness rather than convergence is the consideration of

overriding importance.

Bernstein Approximation Methods for Functions of More
Than One Variable

The natural Cartesian product (cross product, tensor product) generalization of the Bern-

stein operator for the case of bivariate functions is the linear operator

Bm,n[f ; s, t] = BmBn[f ; s, t]

=
m∑

i=0

n∑
j=0

φi(s)ψj(t)f
(
i

m
,
j

n

)
(2.27)

whereφi andψj are the binomial densities of (2.2) andf : [0, 1] × [0, 1] −→ R. As the

notation suggests,Bm,n is simply a product of the univariate operatorsBm andBn. It

should be noted that the operatorsBm andBn commute, providedf is continuous:

BmBn[f ] = BnBm[f ] (2.28)

But,Bm,n is not a projectorsince it is not idempotent.
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Many of the properties of the bipolynomialBm,n[f ] are easily inferred from the uni-

variate situation. For example,Bm,n[f ] coincides withf in general,onlyat the four corners

of the(s, t) unit square—(0, 0), (0, 1), (1, 0), (1, 1). However, along the four boundaries of

the square,Bm,n[f ] reduces to the appropriate Bernstein polynomial approximation to the

value off on that edge. For instance

Bm,n[f ; s, t]
∣∣∣
t=0

= Bm[f ; s, 0]

=
m∑

i=0

φi(s)f (i/m, 0) (2.29)

The valuesBm,n[f ] in the interior of the unit square are simply convex weighted combina-

tions of the values off at the(m + 1) × (n + 1) points of the cartesian product partition

(i/m, j/n).

Schoenberg’s results concerning the variation diminishing properties of univariate Bern-

stein polynomials carry over into higher dimensions. In other words,Bm,n is asmoothing

operator. It is interseting to inquire about the limiting situation when the operatorBm,n is

iterated. In a manner analogous to the univariate case, it can be shown that

lim
k→∞

Bm,n[· · ·Bm,n[f ] · · ·]]︸ ︷︷ ︸
k times

= (1 − s)(1 − t)f(0, 0)

+ (1 − s)tf(0, 1) + s(1 − t)f(1, 0) + stf(1, 1)(2.30)

which is the bilinear function interpolating the four corner values off .

In the extensions from one to two or more independent variables, there are always four

possibilities to be considered. These are the operatorsBm andBn themselves in parametric

form, the product operatorBmBn in (2.26) and theBoolean sum operator

Bm ⊕Bn ≡ Bm +Bn −BmBn (2.31)

More explicitly, this last is given by

(Bm ⊕Bn)[f ] =
m∑

i=0

φi(s) f
(
i

m
, t
)

+
n∑

j=0

ψj(t) f
(
s,
j

n

)

−
m∑

i=0

n∑
j=0

φi(s)ψj(t) f
(
i

m
,
j

n

)
. (2.32)
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(For a detailed study of the extensions of univariate approximation operators to multivariate

functions see [22, 23, 24] and the references therein.) It can be easily shown that (2.27) is

a very special case of (2.32) and is obtained from the approximations

f (i/m, t) =
n∑

j=0

ψj(t)f(i/m, j/m) (2.33)

f (s, j/n) =
m∑

i=0

φi(s)f(i/m, j/n), (2.34)

which means replacing the arbitrary univariate functionsf(i/m, t) andf(s, j/n) by their

Bernstein approximations of degreen andm, respectively. When the expressions on the

right hand sides of (2.33) and (2.34) are used in place of the functionsf(i/m, t) and

f(s, j/n), (2.32) collapses to

Bn[Bm[f ]] +Bm[Bn[f ]] −Bm[Bn[f ]] ≡ Bm,n[f ]. (2.35)

The Boolean sum operator has some very interesting properties which the reader may

readily verify. Along the perimeter of the unit square, it interpolatesf , e.g, along the side

t = 0:

(Bm ⊕Bn)[f ; s, t]
∣∣∣
t=0

= f(s, 0) (2.36)

regardless of the specific form of the univariate functionf(s, 0). However, in the interior

of the square, the surface(Bm ⊕ Bn)[f ] is a convex weighted average of the values off

along the lines of constants = i/m andy = j/n. The function (2.32) is annihilated by

the partial differential operator∂m+n+2/∂sm+1∂tn+1. If the operatorBm ⊕ Bn is applied

iteratively tof , the limiting function is the bilinearly blended function

U(s, t) = (1 − s)f(0, t) + sf(1, t) + (1 − t)f(s, 0)

+tf(s, 1) − (1 − s)(1 − t)f(0, 0) − (1 − s)tf(0, 1)

−s(1 − t)f(1, 0) − stf(1, 1) (2.37)

This function, which is the simplest of the “Coons functions” [11], is the bivariate Boolean
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sum analog of linear univariate interpolation. It satisfies the boundary conditions:

U(0, t) = f(0, t) ; U(1, t) = f(1, t)

U(s, 0) = f(s, 0) ; U(s, 1) = f(s, 1).

(2.38)



Chapter III

BÉZIER CURVES: GEOMETRIC APPLICATION OF
BERNSTEIN APPROXIMATION

Parametric Curves

Since an arbitrary curve in the plane or inRk generally cannot be regarded as the graph

of a single-valued scalar function, classical approximation theoryper seis inappropriate

for these and many other applications. (For example, consider the curve in Figure 4.)

Parametric representations or curves and surfaces handily circumvent these difficulties.

To apply the classical results of (linear) approximation theory to the description o ar-

bitrary curves and surfaces, one typically treats each of the coordinate functionsx, y, and

z independently. To illustrate this standard way of differential geometry, consider again

the curve in Figure 4. Although it is globally impossible to express this locus as either

x = x(y) or y = y(x) (i.e., one of the coordinates as a single-valued function of the other),

it has a very simple description as a vector-valued cubic

F (s) =



X(s)

Y (s)


 =




5s− 11.5s2 + 7.5s3

2s− s2 − 0.67s3


 (3.1)

Figure 5 shows the graphs of the two cubicX(s) andY (s) and the graph of the curveF (s)

which is theircross plot.

Vector-Values Definitions

Let Pi (i = 0, 1, . . . ,m) be (m + 1) ordered points inRk. In what follows we will refer

to the (open) polygon formed by joining successive points as the Bézier polygonP =

P0P1 · · ·Pm.
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Definition 3.1 TheBézier curveassociated with the B́ezier polygonP is thevector-valued

Bernstein polynomialBm[P] given by

Bm[P] =
m∑

i=0

φi(s)Pi (3.2)

where theφi(s) are the Bernstein basis functions of (2.2).

Some examples of B́ezier curves appear in Figures 6 and 7.

The right hand side of expression (3.2) is essentially the formulation due to Forrest [18].

Note that this is an approximation to the discrete data{Pi} rather than to a continuous

primitive function that is defined over the interval[0, 1].

Let us now consider an alternative definition of a Bézier curve ink-space. Here we

assume the existence of an underlying vector-valued (k components) primitive function

F(s) defined fors ∈ [0, 1].

Definition 3.2 Themth degree Bernstein approximation toF is thevector-valued Bern-

stein polynomial

Bm[F ] =
m∑

i=0

φi(s)F(i/m) (3.3)

where theφi(s) are as in (3.2).

Implicitly we might consider B́ezier’s primitive function to be the polynomial (piece-

wise linear) function:

F(s) = m
{(

i+ 1

m
− s

)
Pi +

(
s− i

m

)
Pi+1

}
for s ∈ [

i

m
,
i+ 1

m
] and0 ≤ i ≤ (m− 1).

(3.4)

Substituting the definition ofF(s) given by (3.4) into (3.3) verifies that the definition re-

duces properly to the one given by Definition 3.1.

Convex Hull Property

It was already noted in Chapter II that Bernstein approximation yields a function that is

a convex combination of the nodal values. In the case of Bézier curves we have, again
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by virtue of the non-negativity and normalization properties of the density functionφi(s),

that every point of the B́ezier curve is a convex combination of the vertices of the polygon

Pi. Hence,the curve must lie entirely within the convex hull of the extreme points of the

polygon.

For a fixeds, expression (3.2) gives the location of the center of mass of the ensemble of

pointsPi having massesφi(s). That is,φi(s) is thebarycentric coordinate of the base point

Pi. This observation shows that the Bézier curve is intrinsically coordinatized. In other

words, the vector-valued functionBm[P] is invariant under euclidean transformations, one

can easily show that the transformed Bézier curve is identical to the B́ezier curve associated

with similarly transformed vertices.

Geometric Construction of Bézier Curves

Bézier has provided an interesting geometric construction which leads to (3.2). To find

the point on the curve corresponding to the parameter values, consider the construction

illustrated in Figure 8. First, along the(i + 1)th side(i = 0, 1, . . . ,m − 1) move a frac-

tional distances toward the pointPi+1. Call this new set ofm pointsP (1)
i+1 and consider

the (m − 1)-sided B́ezier polygonP (1)
1 P

(1)
2 · · ·P (1)

m . Repeat the proportioning procedure

described above on the(m− 2) sides of this new polygon to obtain a set of(m− 1) points

P
(2)
2 P

(2)
3 · · ·P (2)

m . After m states of reduction one is left with a single pointP (m)
m , which is

the point on the curve corresponding to the parameter values ∈ [0, 1].

Algebraically this construction leads to the recurrence equation

P
(j)
i+1 = P

(j−1)
i (s) + s

{
P

(j−1)
i+1 (s) − P

(j−1)
i (s)

}
(j ≤ m) (3.5)

whereP (0)
i = Pi, i = 0, 1, . . . ,m. The pointP (m)

m is given explicitly in terms of the original

vertices by

P (m)
m (s) = (1 − s)mP0 + s(1 − s)m−1

(
m

1

)
P1 + s2(1 − s)m−2

(
m

2

)
P2

+ · · · + sm−1(1 − s)

(
m

m− 1

)
Pm−1 + smPm (3.6)
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which is the same as (3.2).

The geometric construction of a Bézier curve obviously is independent of the coordinate

system which respect to which the verticesPi are measured.This again shows that the

curve defined by(3.2)is invariant under euclidean transformation of the coordinate system.

Parametric Variation Diminishing Property

Recently W. W. Meyer has extended the scalar-valued notion of variation diminishing to

higher dimensions [32].

Definition 3.3 A parametric approximation scheme (that is, the identical scalar-valued

scheme applied to each coordinate function) is termedparametrically variation diminish-

ing if it is variation diminishing as a scalar-valued approximation scheme.

Meyers uses the following lemma to prove the basic theorem for higher dimensional

curves.

Lemma 3.1 If an approximation scheme is parametrically variation diminishing, it is in-

variant under euclidean transformation. That is, the transformed approximation is the

same as the approximation to the primitive function transformed. Or, in other words, the

order of the operations: (1) approximation, and (2) euclidean transformation, is inter-

changeable.

This lemma is a direct consequence of the characteristic property that variation dimin-

ishing approximations reproduce linear functions (and constants,a fortiori) exactly.

Theorem 3.1 No (hyper)plane is pierced more often by a parametrically variation dimin-

ishing approximation curve than by the primitive curve itself.

The proof is short. Surely the theorem is true for any principal (hyper)planexi = 0

because it is variation diminishing in the particular coordinate functionxi(s). But any
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(hyper)plane can be designated as a principal one by a euclidean transformation. Hence the

result is true in general.

The notion of variation diminishing characterizes the property that often is alluded to

by heuristic phrases such as “fair”, “sweet”, and “smooth”. Bézier curves owe much of

their appeal to this rare quality which, of course, is intimately related to the aesthetic char-

acteristics of curve and surface shape.

Bézier Surfaces

Extending the idea of B́ezier curves to surfaces (see Figure 2) is simply a matter of introduc-

ing vector-valued functions forf(s, t) in the basic surface formulae for cartesian product

approximation (2.27) and for the Boolean sum (2.32). In the cartesian form of the exten-

sion, the B́ezier polygon is replaced with the Bézier “net”P = {Pij, i = 0, 1, . . . ,m; j =

0, 1, . . . , n}. Substituting the following function

f(i/m, j/n) = Pij (3.7)

in equation (2.27) gives the followingBézier surfaceB[P] that corresponds to the Bézier

netP.

Bm,n[P] =
m∑

i=0

n∑
j=0

φi(s)ψj(t)Pij (3.8)

where theφi andψj are the usual binomial density functions of (2.2).

Hodographs

In the English edition of his book [6], B́ezier discusses hodographs and their uses in con-

nection with B́ezier curves.

Definition 3.4 Consider the polygon derived fromP having vertices

P ∗
i = Pi+1 − Pi i = 0, 1, . . . , (m-1) (3.9)
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Bm−1[P∗], the B́ezier curve of degree(m−1) is said to be the hodograph of (3.2) (to within

a scalar multiple). The hodograph curve defined above is the locus of the points traced out

by (a constant multiple of) the derivative vector of (3.2). Simple differentiation of (3.2)

establishes this fact.

Hodographs provide a convenient graphical method for detecting the following condi-

tions: If a vector can be drawn from the origin tangent to the hodograph, then (1) there is

a point of inflection at that parameter value in the original curve (see Figure 9(ii)). If the

hodograph passes through the origin, then (3) there may be a cusp in the curve (see Figure

9(iii)). In practice hodographs are useful for avoiding unwanted “flats,” points of inflection

and cusps.

Previous Extensions of B́ezier Curves

In an earlier attempt to enhance the fidelity of the Bézier curve approximation to the poly-

gon, Gordon and Riesenfeld [25] explored parametric Bernstein approximations to the

polygonP of degree greater than the number of legsm. The two approaches taken both

involved augmenting the original polynomial curves which mimicked the polygon substan-

tially better than the original B́ezier method, very high degree polynomials were required.

The authors also tried using conditional binomial probability density functions in place of

the unconditional binomial probability density functions in place of the unconditional den-

sities. These latter curves were found to lack the aesthetic qualities of the Bézier curves.

The tentative conclusions of Gordon and Riesenfeld were that these high degree polynomial

and rational extensions seemed inferior to the B-spline generalizations that are described

later. That tentative conclusion is, indeed, valid.

A generalization in a different direction that they reported was anad hocmethod involv-

ing a spline weighted function for generating smoothclosed curves. The closed curves in

that paper can be viewed as intermediate between the polynomial weighting functions and

the polynomial spline functions that follow in the next chapters. The periodic weighting
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functions used by Gordon and Riesenfeld to generate closed curves are actually polynomial

splines with deficient continuity at the knots. That is, they lack the maximum possible de-

gree of spline continuity. Nevertheless, the schemes are simple, easy to use, and practically

valuable for designing closed curves.



Chapter IV

B-SPLINE APPROXIMATION—A REVIEW

Splines

The modern mathematical theory of spline approximation was introduced by I. J. Schoen-

berg in 1946 [37]. In that paper he developed splines for use in a new approach to statistical

data smoothing. A partial list of those who have promoted the applications of splines to

computer-aided design include J. H. Ahlberg, G. Birkhoff, C. deBoor, S. A. Coons, J. C.

Ferguson, H. L. Garabedian, W. J. Gordon, T. Johnson, E. N. Nilson, M. Sabin, and J. L.

Walsh. By the early 1960’s, General Motors and United Aircraft had become known as

institutional proponents of spline techniques. The first applications of splines in computer-

aided design were for interpolation and approximation of existing drawings, that is, copying

as opposed to design. This thesis differs from these earlier applications of spline theory in

that it offers a B́ezier-type facility for controlling splines in aad initio design situation.

However, the same interactive techniques can be adapted to the fitting of pre-existing data.

A polynomial spline can be viewed as a generalized polynomial that has certain chosen

points of derivative discontinuity.

Definition 4.1 Let X = (x0, x1, . . . , xk) be a vector of reals such thatxi ≤ xi+1. A

functionS is called a (polynomial)spline functionof degreeM − 1 (orderM ) if it satisfies

the following two conditions:

1. S is a polynomial of degreeM − 1 on each subinterval(xi, xi+1),

2. S and its derivatives of order1, 2, . . . ,M − 2 are everywhere continuous, that is

S ∈ C [M−2].

The pointsxi are called theknotsandX is theknot vector. We denote theM + k − 1

dimensional space of all such spline functions asS(M,X). The restriction ofS to the

interval(xi, xi+1), which we denote asS|(xi,xi+1), is called theith spanof the spline.
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B-Spline Basis forS(M,X)

SinceS(M,X) is a finite dimensional linear space, it is spanned by a finite set of linearly

independent splines. Several bases forS(M,X) are in common use. We shall be inter-

ested in the so-called B-spline basis because it is the corresponding spline extension of

the Bernstein basis, the mathematical underpinning of Bézier curves. Figure 10 presents

a progression, ordered by degree, of B-spline basis functions having knots at the integers.

There are two important properties of B-splines that one can readily observe in Figure 10.

First, for degreeM − 1 the basis functions have finite local support of widthM . Secondly

the progression of differentiability class is striking at lower degrees. Figure 12 displays

the complete set of periodic B-spline basis functions{N1,3}5
i=0 of degree 2 for the linear

space of quadratic spline functions with period 5 and with knots at the integers. It is ev-

ident from the picture that the basis functions all are cyclic translates (modulo 5) of the

canonical basis functionN0,3 having the interval(0, 3) for support. The set of nonperiodic

quadratic B-spline basis functions in Figure 13 more closely resemble the Bernstein ba-

sis function in Figure 3. At the ends of the interval[0, 5] the nonperiodic B-spline basis

functions obviously are not simple translates of a canonical function.

There are several ways to define the B-spline basis mathematically. Originally Schoen-

berg gave a divided difference formulation [37]. Or, as Figure 10 might suggest, they can

be characterized as the iterate integral of a step function. An instructive observation is that

Figures 10 (ii)–(iv) are the results of integrating the sums of the functions appearing in

Figures 11 (i)–(iii) respectively. An explicit formula [36, p. 271] forN0,M , the canonical

B-spline basis function of degreeM − 1 shown forM = 1, 2, 3, 4 in Figure 10 is:

N0,M(s) =
1

(M − 1)!

M∑
i=0

(−1)i

(
M

i

)
(s− i)M−1

+ (4.1)

where

(s− i)+ =

{
s− i for s ≥ i
0 otherwise

(4.2)

There are two parameters that specify the linear space of spline functionsS(M,X): the
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degreeM − 1, and the knot vectorX. Without essential loss of generality in the develop-

ment, we will take the set of knots to be the integers{0, 1, . . . , n}. This is known as the

uniform B-spline basis. Later we will relax this restriction.

Definition 4.2 TheB-Spline basis functionNi,M(s) of degreeM − 1 having support

(xi, x(i+M mod n)) is given by the following recursive procedure.

Ni,1(s) =

{
1 for xi ≤ s ≤ xi+1

0 otherwise
(4.3)

And forM > 1,

Ni,M(s) =
s− xi

xi+M−1 − xi

Ni,M−1(s) +
xi+M − s

xi+M − xi+1

Ni+1,M−1(s) (4.4)

(For the periodic basis compute indices and differences modulon. The convention
0

0
= 0

is assumed above.)

This recursive relationship, which we have taken as definitive, was discovered by deBoor

and Mansfield [9] and also by Cox [12].

A knot vectorX may contain identical knots up to multiplicityM . One effect on the

basis of a knotxi occurring withmultiplicity ki, that is,

xi = xi+1 = · · · = xi+k−1 (4.5)

is to decrease the differentiability of the basis functions{Ni,M} atxi toC [M−ki−1]. A basis

that arises from interior knots having multiplicity greater than one is sometimes called a

subspline basis. Multiplicity ki = 1 for all i generates a “full spline” (or simply, spline)

basis. Ifki = 0 for all i, the basis is a spline basis of degreeM − 1 andC [M−1] differentia-

bility everywhere including the knots. But this implies that the knots are“pseudo-knots”

so that the spline is actually just a single polynomial!

Another effect on the basis of a knotxi occurring with multiplicityki is to reduce the

support of basis functions that were nonzero atxi by as much aski spans. If the point
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s 6= xi is in the interval over which B-spline basis is defined, then there always areM

nonzero basis functions of degreeM − 1 at s. At the knots = xi of multiplicity ki, there

areM − ki nonzero basis functions. The full spline basis (ki = 1 for all i) thus hasM − 1

nonzero basis functions at each knot andM elsewhere. Figure 14 shows an illustration of

a subspline basis.

From Definition 4.2 we can generate both the periodic and nonperiodic bases by ap-

propriately specifying the multiplicity of the knots in the vectorX. For the periodic basis

{Ni,M}n−1
i=0 of the type in Figure 12, the knot vector is simply the string of integers

X = (0, 1, . . . , n) (4.6)

or a cyclic shift of the above.

The nonperiodic basis{Ni,M}M+n−1
i=0 over the interval(0, n), as in Figure 13 where

n = 5, for example, takes the following knot vector:

X = (0, 0, . . . , 0︸ ︷︷ ︸
M

, 1, 2, . . . , n− 1, n, n, . . . , n︸ ︷︷ ︸
M

) (4.7)

A degenerate knot vector consisting only of end points with multiplicityM

X = (0, 0, . . . , 0︸ ︷︷ ︸
M

, 1, 1, . . . , 1︸ ︷︷ ︸
M

) (4.8)

results in a degenerate spline basis, namely, the Bernstein basis of (2.2). To see this we

observe that in (4.3) of Definition 4.2,NM−1,1(s) ≡ 1 andNi,1(s) ≡ 0 for all other values

of i. At the next levelM = 2 formula (4.4) givesNM−2,2(s) = 1 − s andNM−2,2(s) = s

withNi,2(s) ≡ 0 in every other case. As we have seen in (3.5) and (3.6), if we continue this

binary tree enumeration we get the binomial density function at each level.Thus B-splines

are a proper spline extension of Bernstein polynomials. Schoenberg provides an alternative

proof of this fact [36, p. 275] based on characterizing a polynomial by its zeros.

Another basic property that we can readily prove from Definition 4.2 by induction on

the degree is ∑
i

Ni,M(s) ≡ 1 (4.9)
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A proof which is essentially due to deBoor [9, p. 55] is as follows. By associating terms

properly under the summation, we can easily get from (4.4) that

∑
i

Ni,M(s) =
∑

i

Ni,M−1(s) for M > 1. (4.10)

And, since (4.9) is trivially true forM = 1 (cf. (4.3)), we have the result for allM .

In [9], deBoor proves (4.9) as a corollary to his proof of the Marsden identity [30]. Ar-

guments similar to the above show thatNi,M is nonnegative and has support(xi, x(i+1) mod n).

Here again we wish to emphasize that, although we have discussed only splines over

equally spaces knots, all proofs and algorithms are equally valid for the more general case

in which the knots are non-uniformly spaced, subject only to the conditionx1 ≤ xi+1. A

contrast of the properties of thenonuniform basiswith the uniform basis is given in the

next chapter.

B-Spline Approximation

In this section we review a method of approximation that uses the basis function developed

in the previous sections.

Definition 4.3 The B-spline approximation of degreeM − 1 (orderM ) to an arbitrary

functionf : [0, n]−→R is

SM [f ; s] =
∑

i

f(ξi)Ni,M(s) (4.11)

where

ξi =
1

M − 1
(xi+1 + xi+2 + · · ·xi+M−1) (4.12)

(for the periodic case compute indices and sums modulon in (4.12))

The ξi’s are called thenodes. Formula (4.12) for the nodes first appears in a supple-

ment to Schoenberg’s 1967 paper [36] and supplied by T. N. E. Greville. Note that the

nodes degenerate properly toξi = 1/(M − 1) giving Bernstein approximation for the knot

vector (4.8) that generates the Bernstein‘n basis.
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In his 1967 paper and elsewhere, Schoenberg stresses the fact that B-spline approxi-

mation enjoys the same variation diminishing property that Bernstein approximation does.

There are other generalizations of Bernstein approximation that do not have this very de-

sirable attribute.

As a consequence of the local support of a B-spline basis function, B-spline approxi-

mation is alocal approximation scheme. The summation in (4.11) involves, as most,M

nonzero terms. At any point, the approximation only takes into account the local behavior

of the primitive function. This enables, for instance, B-spline approximation to reproduce

locally linear portions of a primitive function. Moreover, a local perturbation in the primi-

tive function produces only a local perturbation in the B-spline approximation. This stands

in contrast to Bernstein approximation which is aglobal approximation scheme.

In a paper that presents a generalize B-spline version of the Weierstrass Approximation

Theorem [30], Marsden has shown that lower degreeB-spline approximations can be made

to converge considerably faster than the corresponding Bernstein approximation. In the

same paper Marsden also examines the simultaneous convergence of the derivatives of the

B-spline approximation to the derivatives of the primitive functionf . B-spline approxima-

tions preserve ordinary convexity, although they fall short of Bernstein approximation in

simultaneous convergence to derivatives.

Inversion Formula

Suppose we are given a set of data values{y0, y1, . . . , ym} and we are asked to find the

unique set of function values{f(ξ0), f(ξ1), . . . , f(ξm)} such that the B-spline approxima-

tion tof interpolates the data. That is, we wish to findf(ξi) to satisfy

SM [f ; ξi] = yi for i = 0, 1, . . . ,m. (4.13)

Or, in matrix from, the following relationship obtains

N · F t = yt (4.14)
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where

N =




N0,M(ξ0) N1,M(ξ0) · · · Nm,M(ξ0)

N0,M(ξ1) N1,M(ξ1) · · · Nm,M(ξ1)
...

...
...

N0,M(ξm) N1,M(ξm) · · · Nm,M(ξm)




F = (f(ξ0), f(ξ1), . . . , f(ξm))

Y = (y0, y1, . . . , ym)

N is a Gram matrix that is known to be invertible [15] for a distinct set of nodes{ξi} which

normally is the case. Theinversion formulais then

F t = N−1 · yt (4.15)

Computational Aspects

Recently deBoor published a study [9] of the computation problems involved in evaluating

B-spline functions of the form

f(s) =
∑

i

aiNi,M(s), ai ∈ R (4.16)

and their derivatives. There he provides some new algorithms that overcome the problems

of numerical instability inherent in methods based on previous definitions of B-splines.

One stable method is to use Definition 4.2 to calculate the basis functionsNi,M(s) explicitly

and then apply the respective coefficients and sum. Its computation utility is the principal

reason for adopting Definition 4.2 in this thesis. The above method might be used for

construction tables that contain tabular values of basis functions that are used repeatedly.

The following algorithm is a stable method for evaluation the B-spline functionf de-

fined over[0, n] in (4.16) without explicitly calculating the basis functionsNi,m(s). This

algorithm is very fast if the basis functions are not available in lookup tables.

DeBoor’s Algorithm
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Step 1.Find i such that

xi ≤ s ≤ xi+1 (4.17)

Step 2.

f(s) = a
[M−a]
i (s) (4.18)

where

aj[k](s) =



aj for k = 0

λa
[k−1]
j + (1 − λ)a

[k−1]
j−1 otherwise

(4.19)

and

λ =
s− xj

xj−k+M − xj

(j is the same as above) (4.20)

(For the periodic case calculate indices and differences modulon.)

DeBoor also gives the following formula for thejth derivative off in (4.16)

f (j)(s) = (M − 1)(M − 2) · · · (M − j)
∑

i

b
[j]
i Ni,M−j(s) (4.21)

where

b
[k]
i =



ai for k = 0

b
[k−1]
i −b

[k−1]
i−1

xi+M−k−xi
otherwise

(4.22)

(For the periodic case calculate indices and differences modulon.)

Note that we sill can use deBoor’s algorithm for evaluatingf (j)(s) once the coefficients

b
[j]
i are computed by (4.22) if the knots are successive integers. Then the denominator

in (4.22) cancels the product(M − 1) · · · (M − j) in (4.21). The reader should consult the

original paper [9] for more details and variations. Also see Cox [12] who independently

developed similar methods.

Summary

In this chapter we have collected some of the basic results that make B-spline approxima-

tion a very attractive tool for use in computer-aided design. One of their most important
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characteristics is their variation diminishing property. In addition, spline approximations

afford the choice ofeitheradding more knotsor raising the degree of the polynomial in or-

der to increase the number of parameters (degrees of freedom). By introducing more knots

and keeping the degree low, they can be made to converge more quickly than Bernstein ap-

proximations. Moreover, the “localness” and smoothness (differentiability) are properties

that can be controlled. On the practical side, we have seen that the computation algorithms

involved are stable, fast, and relatively inexpensive—especially so if the basis consists of

simple translates of a canonical B-spline function. The remainder of this thesis is concerned

with the exploitation of these properties of B-splines in the context of computer-aided curve

and surface design.



Chapter V

B-SPLINE CURVES AND SURFACES—AN
APPLICATION OF B-SPLINE APPROXIMATION

This chapter applies the B-spline approximation theory of the previous chapter just as

Chapter III on “B́ezier curves” applied the Bernstein approximation results presented in

Chapter II.

Curve Definitions

Throughout this chapterP = P0P1 · · ·PM is a B́ezier polygon, either open or closed

(Pm+1 ≡ P0) as the situation requires. LetX ′ = {x′i : x′i−1 < x′i}k
i=1 be the set

of knots over which the B-splines are to be defined. We shall specify a knot vector

X = (x0, x1, . . . , xn), xi ∈ X ′, such that theNi,M are correctly defined relative toX

for formula (5.1). In (5.2) below,X is a cyclic permutation ofX ′; in (5.3)X is X ′ aug-

mented by multiplicities in the first and last components. The uniform basis functions, with

which we will normally deal, result fromxi = i.

Definition 5.1 TheB-spline curve of degreeM − 1 (orderM ) associated with the polygon

P is

Sm[P] =
m∑

i=0

PiNi,M(s) 0 ≤ s ≤ x′k (5.1)

Theperiodic (or closed) B-spline curveresults when the B-spline basis functions are de-

fined by the knot vectorX = (x0, x1, . . . , xm+1) where

xi = x′(i−M/2) mod x′
k

i = 0, 1, . . . , m+1. (5.2)

Thenonperiodic (or open) B-spline curveoccurs ifX = (x0, x1, . . . , xm+M+1) where

xi = x′0 i = 0, 1, . . . ,M − 1

xi+M−1 = x′i i = 1, 2, . . . ,M − 1

xi+m+2 = x′m−M+2 i = 0, 1, . . . ,M − 1

(5.3)
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Applied B-Spline Approximations

In Chapter III it was shown how B́ezier curve can be viewed as the parametric Bernstein

approximation of a vector-valued, piecewise linear functionF whose graph is the polygon

P (cf. (3.4)). AB-spline curveis a parametric B-spline approximation toP in a completely

analogous fashion. Furthermore, deBoor’s algorithm can be applied to compute efficiently

the points on the parametric curve. Alternatively the basis set could be computed (for a suf-

ficiently dense sample of values ofs) beforehand by Definition 4.2 and simply referenced

as they are needed. Figures 15–23 are are examples of B-spline curves.

In either case, practical implementation requires a routine called B-SPLINE for gener-

ating these curves with the following basic parameters:

ProcedureB-SPLINE(m,P,M,CLOSED,CURVE)

where the parameters are

m = index of last vertex (zero indexing)

P = a matrix of coordinates ofP0, P1, . . . , Pm

M − 1 = degree of B-spline curve

CLOSED= 1 or 0, according to whether the desired curve is to be closed or open

CURVE= a matrix of coordinate points that form the corresponding B-spline curve.

The essential instructions in the B-spline routine would consist of the deBoor Algorithm

discussed in the previous chapter.

Geometric Properties of B-Spline Curves

The localness of B-spline approximation and the variation diminishing property are the

predominant factors in analyzing the geometric behavior of B-spline curves. By virtue of
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the localness property, only them neighboring vertices of the controlling polygon deter-

mine a point on the curve. Similarly, perturbing a single vertex of the polygon produces

only a local perturbation of the curve in the vicinity of that vertex. It is a very desirable

property for a designer to have the facility to make local alternation in the shape of a curve

with the assurance that other areas of the curve will remain unaltered. Figures 31 and 22

demonstrate this characteristic which is sometimes referred to as “plastic behavior”.

Since the B-spline weighting functionsNi,M(s) is (5.1) are non-negative and sum to

1, each point on a B-spline curve is aconvexcombination of polygonal vertices. Just as

with Bézier curves, the weighting functions can be regarded as barycentric coordinates

with respect to the base pointsPi. But there are only (at most)M vertices that determine

a point on the curve. This implies a much strongerconvex hull propertythan is true for

Bézier curves.Specifically, for a B-spline curve of degreem− 1, a given point lies within

the convex hull of the neighboringM vertices. In other worse, the union of all points on

a B-spline curve must lie within the union of all such convex hulls formed by takingM

successive polygonal vertices. The shaded portions in Figures 24 (i)–(v) show how this

region grows fromM = 2, 3, 4 andM = 10 (same as B́ezier), respectively.

An interesting special case occurs ifPi = Pi+1 = · · ·Pi+M−1: The convex hull of that

set is the pointPi itself, and so we have that the curve must pass throughPi. In fact, the

entire span of the spline curve determined by these vertices is identically equal toPi.

Another interesting special case is when theM verticesPi, Pi+1, . . . , Pi+M−1 are all

collinear. Since B-spline approximation is a local scheme, this collinear set ofM points

fully determines one span of the B-spline curve. We also know that the variation dimin-

ishing property of B-spline approximation assures that it reproduces linear primitives. The

conjunction of these two properties is that the span determined byM collinear vertices

is also linear. That is to say, B-spline curves can have locally linear segments smoothly

(C [M−2]) embedded in them. A simple example of this behavior is shown in Figures 21

and 22. Its usefulness in design is apparent when one considers the frequency of occurrence
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of linear segments in the engineering drawings of ordinary mechanical parts. Immediate

examples where avoidance of a step change in curvature (M ≥ 4) is desirable for dynamic

reasons including cams, highways, railways, and aircraft fuselage surfaces.

A further consequence of the variation diminishing property of B-spline approximation

is that B-spline curves enjoy the same absence of extraneous undulations that the Bézier

curves do: Namely, in the sense of Meyer, no (hyper)plane is pierced more often by the

curve than by its controlling polygon.

Geometric Construction

Interpreting the deBoor Algorithm geometrically leads to a constructive method for deter-

mining a point of a B-spline curve. Formula (5.4) is a vector-valued statement of (4.19) in

terms of polygonal verticesPi.

P
[k]
j (s) =



Pj for k = 0

λP
[k−1]
j (s) + (1 − λ)P

[k−1]
j−1 for k > 0

(5.4)

where

λ =
s− xj

xj−k+M − xj

(
=
s− xj

M − k
for the uniform periodic case

)
(5.5)

Example 5.1 Given the closed polygonP0P1 · · ·P12, we constructively find the point on

the cubic (M = 4) B-spline curve that corresponds tos = 7.6. In Figure 25 we see the

relevant vertices and the geometric interpretation to the following calculation. According

to (5.2) the knot vector isX = (x0, x1, . . . , x13) where

xi = (1 − 2) mod 13

Step 1 of the deBoor algorithm requiringx1 ≤ s < xi+1 is satisfied byxi = 7, or i = 9

according to (5.6). In the notation of (5.4) we seek the value ofP
[M−1]
j (s) = P

[3]
9 (7.6).

Recursively applying the algorithm yields:

P
[3]
9 (7.6) = λP

[2]
9 (7.6) + (1 − λ)P

[2]
8 (7.6) (5.6)
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whereλ =
7.6 − 7.0

1
= 0.6

P
[2]
9 (7.6) = λP

[1]
9 (7.6) + (1 − λ)P

[1]
8 (7.6) (5.7)

whereλ =
7.6 − 7.0

4 − 2
= 0.3

P
[2]
8 (7.6) = λP

[1]
8 (7.6) + (1 − λ)P

[1]
7 (7.6) (5.8)

whereλ =
7.6 − 6.0

4 − 2
= 0.8

P
[1]
9 (7.6) = λP9 + (1 − λ)P8 (5.9)

whereλ =
7.6 − 7.0

4 − 1
= 0.2

P
[1]
8 (7.6) = λP8 + (1 − λ)P7 (5.10)

whereλ =
7.6 − 6.0

4 − 1
= 0.47

P
[1]
7 (7.6) = λP7 + (1 − λ)P6 (5.11)

whereλ =
7.6 − 5.0

4 − 1
= 0.87

Note that for the B́ezier knot vector (4.8) the construction reduces to the constant pro-

portioning schemeλ = s in all cases and every original vertex is involved in the evaluation.

Then it is identical to the construction in Figure 8.

Hodographs

Given the facility for computing B-spline curves, it is completely trivial to compute the

hodograph of a B-spline curveγ of degreeM − 1 determined by the (open or closed)
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polygonP. First calculate the derived vertices

P ∗
i = (Pi − Pi − 1)/(xi+M−1 − xi), i = 1, 2, . . . ,m (5.12)

Let γ∗ be the B-spline curve of degreeM − 2 determined by the derived polygon (open

or closed, respectively)P ∗
1P

∗
2 · · ·P ∗

m. The hodograph ofγ is γ∗, which differs from the

derivative by a scale factorM − 1. In the uniform periodic case the scale factor cancels the

denominator in (5.12), therefore simply differencing the verticesPi gives the tangent curve

exactly. By iterating this process, one can obtainnth order hodographs. The hodographs

of B-spline curves are useful in the same way that the hodographs of Bézier curves are [6].

Figure 26 shows how a typical span of a uniformly spaced knot, closed cubic B-spline

curve gives rise to a quadratic hodograph curve.

Nonuniform B-Spline Curves

A further generalization of B-spline curves is available by using a nonuniform B-spline

basis, one in which the knots are not restricted to integer values. The mathematical devel-

opment of these curves is completely analogous to what has been done so far in this chapter

(cf. Supplement by Greville in [36]). The added freedom of assigning arbitrary real values

to the knots raises the question of what values they should be given.

The author experimented with a knot vector that reflected the euclidean distances of

the vertices along the polygon. The relative spacing of the knots was proportional to the

respective lengths of the sides. The behavior of the uniform B-spline curves does not appear

to differ dramatically from the nonuniform curves unless the relative lengths of the legs of

the polygon vary greatly. But, if two polygon vertices are allowed to coalesce, the effect

on the nonuniform basis is to produce a multiple knot and a subsequent lowering by one

of the differentiability class at the at the multiple knot. This loss of differentiability in the

basis is inherited by the curve and this fact can be exploited to great advantage in CAD

applications.
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Recall from (4.5) that a B-spline basis of degreeM − 1 having a knot of multiplicityk

belongs to the differentiability classC [M−k−1] at that knot. According to this, the uniform

basis(k = 1) of degreeM − 1 always isC [M−2] differentiable. In the nonuniform case a

vertexPi that occurs with multiplicityk = M/2 (assume integer division in this discussion)

should have the effect of leaving onlyM/2 nonzero basis functions of differentiability

C [M/2−1] at the corresponding knotxj. If theseM/2 basis functions are all weighted by

the vertexPi = Pi+1 = · · ·Pi+M/2−1, then at the parameter valuex = xj interpolation to

Pi must take place. This is obvious from (5.1) if we factor out the identical vertexPi and

recall that the basis functionsalwayssum to 1, even at the multiple knotxj,

Another possible variant is a scheme that allows the user to specify the multiplicity of

the knots (in the basis definition) independently of the multiplicity of the vertices. Then a

knotxj would require multiplicityM−1 to induce interpolation at the vertex corresponding

to s = xj. Multiplicity M − 1 means that only one nonzero basis functionNj,M exists at

s = xj. From (5.1) it is clear that the curve will pass throughPj in this case.

Presumably in an interactive design environment one could always arrive at the desired

shapeof curve after sufficient dialogue with the CAD system, but theparameterizationmay

not be acceptable. The added advantage of these generalizations is primarily in achieving

a different parameterization of the B-spline curve and a different positioning of the knots

than that rendered by the uniform basis.

Cusps

Since no curve can smoothly interpolate to a corner vertex and still remain within the con-

vex hull of the entire polygon, requiring interpolation and containment in the convex hull

must give rise to acusp or slope discontinuity in the curveat the corner vertex. Construc-

tion the hodograph affirms this conclusion. Moreover, a cusp must result if we recall that

the curve is tangent to the legs on either side of an interpolated vertex.

At first glance, the notion of a cusp appears to contradict theC [M−2] differentiability of
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the uniform basis. Indeed thetangent vectorvaries continuously, but this condition does

not preclude its vanishing and a zero tangent vector defines a cusp. Other possible gen-

eralization can introduce cusps that lead to actually discontinuous tangent vectors. These

considerations may be important for CAD systems that employ heavy machines for which

inertial effects must be taken into account.

The above discussion indicates that with B-spline curves the designer has a convenient

and tractable method for introducing and controlling cusps and this is illustrated in Fig-

ures 27 and 28. On the other hand, it is equally important to know that cusps cannot occur

unintentionally.

Knots, Nodes, and Vertices

If we consider the polygonP as a piecewise linear functionF , whereF is defined so that

the B-spline curve is the parametric B-spline approximation toF , we recall from (4.11)

and (4.12) thatF is characterized by

F(ξi) = Pi i = 0, 1, . . . ,m (5.13)

where

ξi =
1

M − 1
(xi+1 + xi+2 + · · · + xi+M−1).

Formula (5.13) relates theknotsxi, thenodesξi, and theverticesPi. We see immediately

that for odd degree(Meven) uniform (knots at the integers) B-splines the nodes are also

knots where thexi+1, xi+2, . . . , xi+M−1 are successive integers:ξi = xi+M/2 in this case.

This says that the point on an odd degree uniform B-spline curve that corresponds to the

vertexPi is the knot on the curve corresponding to the parameter valuexi+M/2. Clearly this

is not the case near the ends of an open curve where the knots are not successive integers

but they occur with multiplicity.

Example 5.2 Consider the open cubic(M = 4) uniform B-spline curve determined by the

polygonP0P1 · · ·P5. The appropriate knot vector isX = (0, 0, 0, 0, 1, 2, 3, 3, 3, 3). The set
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of nodes is{0, 1/3, 1, 2, 8/3, 2}. Substituting in (5.13) gives

F(0) = P0, F(1/3) = P1, F(1) = P2

F(2) = P3, F(8/3) = P4, F(3) = P5

(5.14)

Even degree uniform B-splines, on the other hand, approximate the vertices with the

(parametric) midpoints between the knots, except for the special cases near the ends of the

curve.

Example 5.3 Consider the open quadratic(M = 3) uniform B-spline curve determined by

the polygonP0P1P2P3. The knot vector for this case isX = (3,04, 1, 2), where we indicate

the modulo equivalence of0 and4 by 0
4. The nodes are{1/2, 3/2, 5/2, 7/2}. From (5.13)

we see that
F(1/2) = P0, F(3/2) = P1

F(5/2) = P2, F(7/2) = P3

(5.15)

The Inversion Problem

Suppose we pose the problem for B-spline curves of finding the unique (for the mini-

mal number of vertices) polygonP0P1 · · ·Pm that corresponds to any given spline curve

S. That is, can it be viewed as a B-spline curve and, if so, what is the polygon that

defines it? The solution is obtained by a simple parametric application of the B-spline

inversion formula (4.14). Since we are given the spline curveS, we know the vector

X = (x0, x1, . . . , xn) and we can easily find the nodes by (4.12). Reformulating the prob-

lem, we seek a polygon to satisfy

N · (P0, P1, . . . , Pm)t = (S(ξ0), S(ξi), . . . , S(ξm))t (5.16)

The problem is solved by invertingN . The existence and uniqueness follow from the fact

that B-splines do, indeed, form a basis for the linear space of splines with fixed knots.

Viewed in this way, the problem of finding the verticesPi is the problem of finding the

proper coefficients to express the given splineS as a linear combination of the B-spline
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basis functionsNi,M . This procedure shows how to constructinterpolating splinesfrom

B-splines.

Another application of the inversion procedure is the problem of reparameterizing a

B-spline curve. The situation can arise that theshapeof a B-spline curve is completely

satisfactory but theparameterizationis not. In this case one may wish to specify a new

nonuniform basis that has carefully chosen knot values to produce a particular parame-

terization. The inversion procedure determines a new polygon that defines the new curve

which interpolates the nodes of the original one. Presumably the new curve would be close

enough to the original curve so that only a slight adjustment of the new nodes would be

necessary to duplicate the shape of the original. An alternative scheme is to specify points

on the original curve that are to become the nodes of the new curve with respect to the

uniform B-spline basis. The applicability and the relative advantages of these techniques is

a matter for further exploration.

The inversion procedure can be used for smoothing an interpolating spline which as

unwanted undulations or bumps. It will be obvious while vertices to move and any change

will be local.

Adding a New Vertex

When designing a B-spline curveS, occasionally one would like to add and extra vertex

to the polygon in order to increase thepotentialflexibility in a certain region of the curve.

Furthermore, it is desirable to add the new vertex in such a way that the shape of the curve

is not altered until the new vertex is specifically repositioned. A way to accomplish this

is to define a new “pseudo-knot” midway (parametrically) between two of the previously

existing knots. Recall from (4.5) that a pseudo-not is a knot across which derivatives of

all orders are continuous,i.e., where the spline is defined by the same polynomial on both

sides of the knot.

From (5.13) we see that the extra knot between two original knots defines an extra
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node. Applying the inversion procedure of the previous section, we find a new polygon

that has one more vertex than the original one. The equivalence of the curves defined

by the two polygons is assured by the uniqueness of interpolating splines. As the new

vertices are repositioned the pseudo-knot is free to become abona fideknot bearing no

more thanC [M−2] differentiability. Figure 29 illustrates a single curve being determined by

two different polygons. Note that this procedure leads to a nonstandard parameterization of

the knots. As we have just seen, the inversion problem gives a unique polygon only for the

one with the minimum number of vertices. There are an infinitude of polygons with more

than the minimum number of vertices that give rise to the identical B-spline curve.

Designing B-Spline Curves

Once a dialogue between a designer and a CAD system has begun, the effect on the curve of

moving a vertex becomes immediately apparent. Altering the shape of a curve by perturb-

ing the vertices of its associated polygon is a dynamic process with instantaneous visual

feedback if the CAD system has an adequate response time. But designating an initial con-

figuration of vertices to match either a previously sketched curve or a mental image of a

curve demands an intimate familiarity with the system. Instead it seems less demanding

to allow the designer initially tospecify points that lie on the curve. The system then con-

structs aninterpolating spline. Then, the above inversion procedure is used to determine

the unique polygon corresponding to the interpolated spline. Thereafter, the user concen-

trates on the polygon and uses it to perturb the initial interpolating approximation into a

more satisfactory shape.

B-Spline Surfaces

The extension of B-spline curves toB-spline surfacesis exactly analogous to the devel-

opment of B́ezier surfaces from B́ezier curves. The B-spline equivalent of the cartesian
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product surface (3.7) determined by the netP = {Pij, i = 0, 1, . . . ,m; j = 0, 1, . . . n} is

SL,M [P] =
m∑

i=0

n∑
j=0

Ni,L(s)Ni,M(t)Pij (5.17)

Figure 30 is a half-tone picture of the biquadratic basis function given by (5.17).

For certain purposes such as calculating offsets for milling machine cutters or present-

ing a smooth-shaded (half-tone) picture of a B-spline surface under prescribed lighting

conditions, it is useful to calculate thevector normalto the surface. We can extend (4.21)

to useful expressions for theparametric partial derivativesof (5.17). Theuniform basis

partials simplify to

∂sSL,M [P] =
m∑

i=1

n∑
j=0

Ni,L−1(s)Nj,M(t)P i∗
i,j (5.18)

where

P i∗
ij = Pij − Pi−1,j, i = 1, 2, . . . ,m; j = 0, 1, . . . , n

and

∂tSL,M [P] =
m∑

i=0

n∑
j=1

Ni,L(s)Nj,M−1(t)P
j∗
i,j (5.19)

where

P j∗
ij = Pij − Pi,j−1, i = 0, 1, . . . ,m; j = 1, 2, . . . , n.

A normal to the surface results from the vector cross product of the parametric deriva-

tives (5.18) and (5.19).

Figures 31–32 are pictures of B-spline surfaces cut on the 3-D plotter at Computer

Laboratory, University of Cambridge.



Chapter VI

CONCLUSION

Summary

The B-spline approach to curve and surface design developed herein provides a generaliza-

tion of Bézier that is simple to implement and computationally efficient.

As we saw earlier, a simple general algorithm encompasses both the periodic and non-

periodic cases,i.e., both open and closed curves. Furthermore, the shape and complexity

of the curve is easily controlled by the addition or deletion of knots. Because it is locally

defined, the computation cost of evaluating depends upon the polynomial degree and is

virtually independent of the number of knots. Interpolation and cusps are simple to induce

using multiple vertices. On the other hand, unwanted cusps and “flat spots” are precluded.

B-spline curves are always smooth in the variation diminishing sense which essentially

means that they are free of extraneous undulations. Their differentiability is determined

by the degree of the spline. Finally, the implementation of this method is entirely fea-

sible with existing computer graphics facilities. It is numerically stable, computationally

efficient, and modest in its storage requirements.

But further study is needed in many areas of theory and application. At the time of

this writing, the author has been aware of the following research efforts related to B-spline

curves and surfaces:

(a) Forrest at the University of Cambridge is working on geometric properties of B-

spline curves and systems for designing and milling B-spline surfaces.

(b) Negroponte and the Architecture Machine Group at M.I.T. are investigating applica-

tions to representing sketched lines and curves.
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(c) Lewis Knapp at Syracuse University has completed a prototype interactive system for

designing B-spline curves [28]. Recently, while visiting University of Cambridge,

Knapp wrote a B-spline surface packages for their 3-D plotter.

(d) Coons at Syracuse University has been doing theoretical work with variations on

Boolean sum methods of surface delineation.

(e) Gordon, Meyer and Thomas at General Motors Research Laboratories have been

studying theoretical and practical properties of B-spline curves as part of their con-

tinuing research in splines and in mathematical surface description.

(f) James Clark at the University of Utah is developing a real-time system for interac-

tively designing B-spline surfaces using a 3-D input device and the head-mounted

display.

(g) Ronald Resch, also at the University of Utah, is exploring the use of B-spline curves

as curvilinear score lines for folded paper modular forms.

(h) David Pilcher, in connection with Resch’s work, is seeking variants of B-spline

curves that exhibit alternative kinds of approximation behavior while still preserv-

ing the variation diminishing property.

(i) Mr. Malcom Sabin of British Aircraft Corporation is working on triangular surface

patches based on B-splines.

(j) Roy Keir and Johan Calu are building a hardware B-spline generator to support real-

time systems that use B-spline curves and surfaces.

(k) The author is also pursuing some of the untouched problems regarding manipulation

of B-spline curves and their behavior in limiting cases. Of particular interest is the

question of positioning the knots of the nonuniform basis in a way that is meaningful

to applications.
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An Overview

This thesis joins together some of the important ideas of Bézier deBoor, and Schoenberg

to complete the diagram in Figure 33 from Bézier curves to B-spline curves. It identifies

Bernstein approximation as the underlying mathematical structure of the Bézier method,

appropriately substitutes the more general scheme of B-spline approximation, and then

interprets that in the context of the original method.
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Figure 1 – Sequence of Bézier curves approximating a hand drawn curve.
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Figure 2 – Typical B́ezier surface and net.
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Figure 3 – Binomial distribution form = 5
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Figure 4 – Simple example of a curve which is not the graph of a scalar-valued function.
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Figure 5 – Graphs ofX(s) vs. s andY (s) vs. s for the vector-valued cubic polynomial of
expression (3.1), and the cross-plot ofY (s) vs. X(s).
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Figure 6 – Example of a B́ezier curve for a 9-sided polygon.

Figure 7 – Example of a B́ezier curve for a 10-sided polygon.
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Figure 8 – Geometric construction of a Bézier curve for the parameter values = 1/4.
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Figure 9 – Hodographs of B́ezier curves.
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Figure 10 – Canonical B-spline basis functions for degrees 0, 1, 2, 3.
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Figure 11 – Graphs ofNi,M(s) and−Ni+1,M(s) for M = 1, 2, 3.
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Figure 12 – Family of periodic B-spline basis functions{N1,3}5
i=0 of degree 2.

Figure 13 – Family of nonperiodic B-spline basis functions{N1,3}5
i=0 of degree 2.
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Figure 14 – Family of quadractic B-spline basis functions with a double knot ats = 3.

Figure 15 – Open cubic (M = 4) B-spline curve.
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Figure 16 – Open quadratic (M = 3) B-spline curve defined by the polygon from Figure 6.

Figure 17 – Open cubic (M = 4) B-spline curve defined by the polygon from Figure 7.



61

Figure 18 – Closed quadratic (M = 3) B-spline curve.

Figure 19 – Closed cubic (M = 4) B-slline curve defined by 4 vertices on a square
polygon.
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Figure 20 – Closed cubic (M = 4) B-spline curve defined by 8 vertices on a square
polygon. Collinearity of 3 vertices induces interpolation to the middle vertex.

Figure 21 – Closed cubic (M = 4) B-spline curve defined by 16 vertices on a square
polygon. Collinearity of 4 vertices induces a linear span connecting the middle two

vertices.
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Figure 22 – Perturbing a vertex of the polygon from Figure 21 produces a local change in
the B-spline curve.

Figure 23 – Closed B-spline curve of degree 9 (M = 10).
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Figure 24 – Progression of convex hulls forM = 2, 3, . . . , 10.
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Figure 25 – Geometric construction of the B-spline in Example 5.1.
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Figure 26 – Cubic B-spline and hodograph.
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Figure 27 – Closed cubic (M = 4) B-spline with triple vertex that induces a cusp and
interpolation.

Figure 28 – Closed cubic (M = 4) B-spline with successive triple vertices that induce 2
interpolating cusps joined by a linear segement of a curve.
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Figure 29 – Same cubic (M = 4) B-spline curve defined by a 4-sided polygon and a
5-sided plygon.
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Figure 30 – Half-tone picture of a canonical biquadratic (L,M = 3) B-spline basis
function with darkened knot lines.
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Figure 31 – Pictures of a simple B-spline surface cut by a numerically controlled milling
machine.
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Figure 32 – Pictures of a complicated B-spline surface cut by a numerically controlled
miling machine.
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Figure 33 – Summary of results
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Notes on the Preparation of This Document

Dr. Riesenfeld’s thesis was originally written on a typewriter as was the custom of the
time. This reformatted version, prepared to facilitate electronic distribution, was typeset
with LATEX2ε. While this is a fundamentally different process than using a typewriter, I
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numbers are in “Large” Roman font with the number in capital Roman numerals to adhere
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to conform to the modern convention. Some of the equations and equation notes have been
repositioned slightly in order to improve alignment.

Figures
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