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A b s t r a c t  
A simple but general approach to imposing and solving 
geometric constraints on parameterized models is intro- 
duced, applicable to animation as well as model construc- 
tion. Constraints  are expressed as energy functions, and 
the energy gradient followed through the model 's  parame- 
ter space. Intuitively, energy constraints behave like forces 
that  pull and parametr ical ly deform the parts of the model 
into place. A wide variety of geonmtric constraints are 
amenable to this formulation, and may be used to influ- 
ence arbitrary model parameters .  A catalogue of basic 
constraints is presented, and results are shown. 

K e y w o r d s  - -  Constraints,  Modeling, Animat ion 

I. I n t r o d u c t i o n  
A widely-used approach to modeling is to combine geo- 
metric pr imi t ives- -such as cylinders, blocks, and bicubic 
pa tches - -wi th  a variety of opera to rs - - such  as translations,  
rotations,  booleans, and de fo rmat lons - - to  form a model 
hierarchy. The task of constructing a model within this 
framework has two parts: building the hierarchy, and set- 
ting the internal parameters  of the prinfitives and opera- 
tors. Experience tells us that  the second task is usually 
by far the more diflqcult and t ime-consuming,  particularly 
when complex operators such as deformations are used. As 
the complexity of the model increases, the number of pa- 
rameters becomes large, and they tend to interact in ways 
that  make the model difficult to control. 

The user knows at the outset what the objects be- 
ing modeled are supposed to look l ike- -how the pieces are 
supposed to fit together and move. The  difficulty lies in 
finding settings of the parameters  that  achieve the desired 
effect. The utihty of hierarchic modefing systems would 
be greatly enhanced if this tedious process could be per- 
formed automatically,  permi t t ing  the user to state in terms 
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of constraints the properties the model is supposed to have, 
without  the need to manually adjust parameters  to give it 
those properties.  

In this paper we present a simple but general ap- 
proach to expressing and solving constraints on param- 
eterized model hierarchies. We formulate constraints  as 
"energy" functions on the model 's  parameter  space, non- 
negative functions with zeroes at points satisfying the con- 
straints. We then sum the constraints '  energy functions to 
create a single scalar function of the parameters ,  and move 
through parameter  space to minimize the energy. 

We refer to the constraint functions as energy func- 
tions not because they always model t h e  energy of ac- 
tual physical systems, but because they play a role similar 
to that  of physical energy fimctions during the constraint 
solving process. For example,  an energy constraint at tach- 
ing points on the surfaces of two objects  acts much like a 
spring that  pulls the objects together.  However, in addi- 
tion to translat ing and rotating,  the objects are free to vary 
their internal parameters ,  so, for example,  a cylinder may 
vary its length or radius to meet the constraint.  Although 
no fanfiliar physical material  deforms in this stylized way 
in response to applied forces, it is easy enough to imag- 
ine an unphysic&l material  that  does. Since we are using 
the energy analogy as a mechanism for building models, 
rather  than for s inm|at ing physical phenomena,  this kind 
of non-physical behavior poses no problem. 

Our approach provides: 

• Self.assembling models, whose parts move and deform 
parametr ical ly from an ilfitial configuration to one 

that  satisfies the specified constraints. 

• Animated models that ,  once assembled, may move in 
response to t ime-varying constraints while continuing 
to satisfy static ones. 

• Oenerali ty and modulari ty:  we can formulate a wide 
range of constraints as energy functions, and use them 
to influence arbi t rary model parameters.  To imple- 
ment a new constraint we need not know the details of 
other  constraints,  nor of the primitives and operators 
to wtfich they will be applied. Sinfilarly, new parame- 
terized prinfitives and operators may be implemented 
without modifying existing constraints. 

• Addit ivi ty:  Energy fimctions compose by addition. 
The solution to a system of constraints is the so- 
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lution to a single equation,  the sum of the energy 
terms. This property is part icularly valuable in deal- 
ing with overdetermined systems. While conventional 
algebraic methods return no solution to an overdeter- 
nfined system, the energy minimum is a "compronaise" 
that  is sometimes acceptable,  nearly always informa- 
tive, and often easily repaired. 

• Interactive control: since we satisfy constraints by 
moving ttlrough a curve in parameter  space, the initial 
constraint  solving process can itself be animated,  per- 
nfitting the user to assist the solver in escaping local 
energy minima,  resolving ambiguities,  etc. 

A significant body of work in constraint-based and dy- 
uanlics modeling for colnputer  graphics is concerned with 
the the specialized problem of animat ing art iculated bod- 
ies, particularly hmnan and animal forms. These include 
Armstrong and Green, [1], Girard and Maciejewski, [6], 
and Wilhehns and Barksy [13]. Nelson's Juno editor em- 
ploys non-linear geometric constraints in the context  of a 
2-D image editor. Dynanffc models of elastic bodies for 
computer  graphics are t rea ted by Terzopoulos et al. in 
[12]. Closest to ours in approach are Barzel and Barr 's  dy- 
nauric constraints  [3], a l though their current work focuses 
on constraining ttle motion of rigid bodies. 

II. E n e r g y  c o n s t r a i n t s  

A model hierarchy is a tree that  defines the model 's  geom- 
etry through a collection of mathemat ica l  functions, three 
of wlffch will concern us here. These are a parametric posi- 
tion function, la(u, v) that  returns a 3-space point for each 
(u ,v)  pair, a surface normalfunct ion,  N ( u , v ) ,  that  returns 
a surface normal vector,  and an irttplicit or inside-outside 
function, I ( X ) ,  that  returns a scalar given a 3-space point,  
such that  I = 0 for points on the object ' s  surface, I < 0 for 
points inside the object ,  and 1 > 0 for points outside the 
object .  One such collection of functions is defined for each 
leaf iu the tree, and represents tile combined effects of the 
prinfitive at the leaf and of all the operators  on the path  
from that  leaf to the root. Defiuitions of these functions 
are given in Appendix  A. 

In generM, each primit ive or opera tor  possesses some 
real-valued paraineters,  for instance the radius of a sphere, 
a t ranslat ion vector,  or the bend angle of a parameter ized 
deformation.  The  position, normal and implicit functions 
each depend on these parameters:  when they change, ob- 
jec t s '  surfaces move. We refer to the union of all these 
parameters  as ~I'. Once the hierarchic s t ructure  is fixed, 
the state of the model is completely determined by the 
v.-fiue of ~I'. The notion of parameter  spaces, and of mo- 
tion along curves through parameter  space, is fanffliar in 
computer  graphics in the context of keyframe interpolat ion 
(see, e.g. [111.) 

We will express geometric constraints in terms of the 
functions P ,  N ,  and I.  For instance, if we wish to a t tach  
two surface points P~(u i , v~ )  and P2(u2,v2),  at least one 

condition we must satisfy is P l  = P2- A solution is a value 
of ~ such that  all the imposed conditions are met.  

Rather  than solving the constraint  equations alge- 
braically, we formulate  constraints as energy fimctions, and 
move through parameter  space according to the energy 
gradient.  In general, to formulate  an energy constraint ,  
we must construct  a non-negat ive smooth  function E ( ' I ' )  
such that  E((P) = 0 at all and olrly values of 'I ' for which 
the constraint is satisfied. The solutions to a set of n con- 
straints are values of • such that  

i t  

E(~) y~ E,(~) o, 
i 

so to combine constraints,  the corresponding energy terms 
are simply summed.  We are free to express E in terms of 
position, normal,  or implicit functions,  or any other  quan- 
tities that  may be extracted from the model tree. 

Intuitively, energy constraints may be viewed as 
"forces" ttlat pull the parts of the model into the desired 
configuration and hold them there,  a l though they are not 
necessarily intended to be physically realistic forces. For 
instance, a simple a t tachment  constraint  nffght be imple- 
mented as a spring connecting the points, in which case we 
have 

E.,,,.;,~,, = ,~ IP~(u~,v~) - ~(~2,w_)l-", 
where ~ is a spring constant ,  and the "force" vector in 
parameter  space is ~TE.p,.i,,j. 

From an initial condition @0, the energy E is mini- 
mized by numerically solving the differential equat ion 

d F ( t ) / d t -  r E ,  F(0) = ~0,  

for a fixed point of the parameter-space curve F( t ) ,  i.e. 
a point at wtffch V E  = 0. The  solution is a local mini- 
mum, Mthough it is not guaranteed to be a zero. Tiffs is 
a steepest descent method for solving ~TE - 0. 

A variety of s tandard numerical  methods  may be used 
to solve the energy equation.  The simplest of these, Euler 's  
method,  has 

F(~;~I) - F( t )  + h~TE, 

with h the step size. More sophist icated methods,  such 
as Gear 's  method  [5] should be used to obtain  accurate,  
reliable results. Any solution method  requires evaluation 
of ~TE. To do so, the suunned energy must be differenti- 
ated with respect to each model parameter ,  which may be 
done numerically by varying each parameter  in turn,  re- 
evaluat ing E, and taking differences. The  s t ructure  of the 
tree may be used to avoid the needless expense of differen- 
t iat ing energy terms with respect to parameters  on which 
they do not depend. 

A l imita t ion of the method  is that  it may be t rapped 
at spurious (i.e. non-zero) local min ima of E.  Our solution 
to this problem is user interaction.  Such minima are usu- 
ally easy to interpret  geometrically,  e.g. a single part  has 
become stuck or been turned backwards. Presented with 
a bad answer, the user can often correct the si tuation by 
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manual ly  reposit ioning a part .  In fact, with fast enough 
rendering to view the evolving solution dynamically,  the 
user can literally push or pull on parts of the model with 
a point ing device, in t roducing a t ime-varying energy term, 
E~ . . . .  into the equation,  to bump it out of local minima.  
This style of user interact ion has been used to good effect 
in interactive image interpreta t ion [7]. A different form 
of user control is obtained by selectively freezing and un- 
freezing model parameters,  to decompose a larg~ problem 
into a sequence of smaller ones. 

III.  A c a t a l o g u e  o f  u se fu l  
c o n s t r a i n t s  

A wide range of geometric constraints  may be cast in the 
form of energy functions. Here we list a few basic con- 
straints,  most of which are used in the examples to follow. 
Many are subject to al ternat ive formulations. Each energy 
function is multiplied by a weighting factor; these factors 
are not shown below. 

• A t t a c h m e n t  to  a f ixed p o i n t  i n  s p a c e :  The 
energy term 

E = I P " ( u ~ , v , ~ )  - q l  2 

attaches a specific point on the surface of object a, 
defined by parameter  point (u , ,  v,~), to a specific point 
in space, Q. 

• S u r f a c e - t o - s u r f a c e  a t t a c h m e n t :  Place specified 
points on two surfaces in contact.  To acheive contact,  
the points must  coincide. In addition, their tangent  
planes at those points must  coincide, and the surfaces 
should not (locally) interpenetrate .  These conditions 
can be encoded by 

E = I P " ( u , ~ , v , , ) -  Pb(u~,v~)[ 2 + 

N " ( u ~ , v , ) .  Nb(ub,vb)  + 1, 

where p a  and pb are the positions at the two attach- 
ment  points,  and  N "  and N b are the uni t  surface nor- 
reals at those points. This function is zero when the 
points coincide and the dot product  of the normals is 
--]., 

• F l o a t i n g  a t t a c h m e n t :  Attach a specified point 
on an object to some  point on a second object,  allow- 
ing the point of contact to slide freely on the second 
object.  Our implementa t ion  of this constraint  is sim- 
ilar to that  for simple surface-to-surface a t tachment ,  
but  uses the second object 's  implicit function instead 
of its parametric  position function: 

E = Ib (P" (u , , , v , , ) )  ~" + 

V I  ~ 
N " ( u , , , v , , ) .  lWib I + 1, 

noting that  KrIt ' / ]VII  is a unit  normal  to surface b 
where I b = 0. A useful variation is double floating 

a t tachment ,  in which both points  float on their re- 
spective surfaces. 

• S l i d e r  c o n s t r a i n t :  Const ra in  a specified point on 
an object to a line in space: 

E = P L D ( P a ( u , , , v , , ) , P 1 , P . , )  2, 

where P L D  is the polnt-to-l lne distance function,  and 
P1 and P2 are points on the line. Useful variations 
constrain the point to a line segment ,  or constrain two 
line segments to be colinear and to overlap (like seg- 
ments  of a telescope.) 

• C o l l i s i o n  u s i n g  t h e  i m p l i c i t  f u n c t i o n :  For ob- 
jects possessing inside-outside functions, interference 
or collision constraints may be imposed without cal- 
culat ing surface intersections. The implicit function is 
zero everywhere on the object ' s  surface, and, by our 
convention, negative inside and positive outside the 
object.  To impose an anti-interference constraint ,  we 
transform the implicit funct ion into a thin repulsive 
"force field" surrounding the object.  At a single point,  
P'~(u,,,v,,) on object a, a suitable energy funct ion is 

.~  = c - - ~ i b ( P ' ( u . , v a ) )  

where ~ is a positive scale factor. This makes the 
energy high inside object b, tending to zero far from 
object b. Thus a point  inside the object is repelled, 
the repulsion approaching zero off the object 's  surface. 
To implement  a general interference constraint ,  this 
function must be integrated over u and v. An efficient 
implementa t ion  must make use of intelligent sampling, 
hierarchic bounding  boxes, etc., which are beyond the 
scope of this paper. 

• D i r e c t  c o n s t r a i n t s  o n  p a r a m e t e r s :  It is some- 
times useful to impose constraints  directly on model 
parameters,  for instance to establish default values, 
or to constrain relations among parameters.  If a is 
some model parameter ,  then a defaulting constraint  
m~ty be wri t ten  as E = (or - a0) 2, where a0 is the' 
default value. If a and /3  are two model parameters,  
then a linear relational constraint  may be wri t ten as 
E = (a - kl/3 - k,_) 2, which says that  the linear rela- 
t ion a = kl f l  + k2 should hold between a and/3.  For 
instance,  if we want one rod to be twice as long as 
another,  we have E = (l] - 212) ~', where 11 and 12 are 
the lengths of the rods. 

IV.  E x a m p l e s  
This section presents three examples of the use of energy 
constraints  to bui ld and animate  models. The  first, a rela- 
tively simple one, is described in detail as a concrete illus- 
t ra t ion of the method.  The second and third are described 
more briefly. 

P i p e f i t t i n g :  A simple example i l lustrat ing self- 
assembly and adjus tment  of a variety of model parameters  
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is shown in figure 1. A cylindrical pipe, subjected to a 
translat ion,  a rotat ion,  and a parameterized bend is to be 
fit ted to other  pipes at either end. All other  parts of the 
model have already been assembled, and their  parameters  

frozen. 
The  model hierarchy for the adjustable tube is de- 

scribed schematically by Trans(Rot(Bend(Tube))): 

• A tube is a primit ive,  whose axis is coincides with 
the x-axis in model  space, and whose dimensions are 
controlled by three parameters  - - l eng th ,  radius, and 
thickness. 

• A bend (after [2]) is a parameter ized deformation that  
maps the ~-axis into a circular arc in the x, z plane. 
Its effect on shape is controlled by three p a r a m e t e r s - -  
start ,  stop, and amount .  Start  and stop determine  
the "t ightness" of the bend, and amount  is the angle 
between the ends of the curved axis. 

• A quaternion rotat ion is specified by a 4-vector. Al- 
though any rotat ion may be specified by three Euler 
angles, we use quaternions to avoid g i m b ~  lock. 

• A translat ion is specified by a 3-vector of x, y, and z 
displacements.  

The union of these parameters ,  ~ ,  is a 13-dimensional 
vector. Motion along a curve through q '-space corresponds 
to some combinat ion of bending, translat ing,  rotat ing,  and 
changing the tube 's  dimensions. Despite the simplicity of 
the example,  this means that  we have to come up with 13 
independent  numbers to pin down the model in the desired 
configuration. Doing this manually, or writ ing a special 
purpose program to do it, would have been unpleasant.  

For our purposes, two pipes are a t tached if their axes 
join smoothly and they have the same radius and thickness. 
An "at tach-pipes"  (AP) energy constraint may be built by 
combining a surface-to-surface a t tachment  constraint ,  as 
defined in the previous section, with relational constraints  
that  make the radii and thicknesses agree. Let P1 and Pz 
be the endpoints  of the two pipes '  axes, i.e. the points to be 
joined, and let N t  and N_~ be two unit vectors extending 
outward from the axis endpoints  in a direction tangent  
to the axes. Then we want P1 = P~_ and N, .N~ = 0. 
Additionally,  we want el = v2 and tl - t2 for the radii 
and thicknesses. In energy form, this gives us 

EAp = ]Pl -- P.~l "~ + Na • Nz + 1 + (r~ - re) 2 + (ta - 1_,) -9. 

To at tach both ends of the moving pipe, we have as the 
total  energy the sum of two terms of this form. 

Prior to bending, rotation,  and translat ion,  the end- 
points of the moving tube ' s  axis are s i tuated at the points 
Pa = (length/2,0,O), and P9 = (-length/2,0, O), with 
unit normals N~ = (1,0,0)  and N2 = ( - 1 , 0 , 0 )  point- 
ing outward from the ends. The  two fixed pipes to 
which the moving one is to be a t tached each have a sinfi- 
larly defined endpoint  and normal,  which are constants.  
The  t ransformed endpoints  are Trans(Rot(Bend(P,))) 

and TTans(Rot(Bcnd(P2))), respectively, so their posi- 
tions in model space depend on all the model parame- 
ters except radius and thickness. Using the fact that  sur- 
face normals t ransform under deformations by multiplica- 
tion with the inverse transpose of the deformation 's  ja- 
cobian ([2]), the t ransformed normals are Rot(J[~,tN, ) 
and ttot(j~!TtN,),,.,, . where d -tTn,.~,,,,l is the inverse t ranspose 
of the bend opera tor ' s  jacobian,  evaluated at P1 and P~. 
respectively (see [2] for the formula.) 

To solve the constraints,  we solve the equat ion 
,~@(t) = V E  from a s tar t ing point @(t0), until  we reach a 
point at which V E  < ~, where e is a small tolerance value. 
At any point • in parameter  space, we can evaluate P1,  
Pz ,  N1, and N2, and hence the energy function defined 
in terms of them. To compute  V E  munerically, we first 
evaluate E at the current ~ ,  then add a small A to each 
parameter  (i.e. each component  of ~ )  in turn,  re-evaluate 
E and subtract  the central value of E,  obtaining the cor- 
responding component  of V E .  Using Euler 's  method  the 
new value of ~ is given by ~'t+a = q2, + hVE, where h is 
a step size. 

Figure 1 shows the model at the initial condit ion,  at 
several steps toward the solution, and at the solution. Fi- 
nally, we show a new solution obtained when one of the 
fixed pipes is moved. 

O l d h a m  l i nkage :  An oldham finkage is used to trans- 
fer rota t ion between shafts that  are offset in a plane per- 
pendicular  to their  axes, by means of a system of tongues 
and grooves. Figure 2 shows several frames from the 
self-assembly sequence for an o ldham linkage, and several 
frames from an animat ion sequence. The specification of 
this mechanism involved a variety of constraints,  including 
sliders, surface-to-surface contact,  and posit ion and ori- 
entat ion constraints.  This example  i l lustrates the use of 
energy constraints  both for assembly and for animat ion of 
the assembled model.  

C a m  a n d  r o c k e r  a r m :  This  example (figure 3) shows 
an already-assembled cam and rocker arm at several points 
in its cycle. This is a working model: the pressure of the 
spring on the valve head pushes the follower against the 
cam via the fulcrum. The follower "feels" the cam using 
an implici t-function interference constraint ,  so that  if the 
cam were reshaped, the motion of the arm would change 
accordingly. 

V .  C o n c l u s i o n  

Energy constraints were shown to provide an effective 
means of building and controlling parameter ized models.  
A principle advantage of the energy method  is its gener- 
ality: it does not depend on the details of the constraints  
used or the models to which they are applied. It is tolerant 
of over- and under-determined systems, and amenable  to 
user interaction.  Among its disadvantages,  it can be nu- 
merically in tens ive- -par t icu la r ly  when the equat ions be- 
come s t i f f - -and  it can be t rapped  in local minima.  The  
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second difficulty is largely overcome by effective user in- 
teract ion.  

A p p e n d i x  A 

In this appendix  we define the posi t ion,  normal  and im- 
plicit fnnctions in terms of the  s t ructure  of the model  tree. 
Our definition describes the SPAR model ing tes tbed  [4], 
but is typical  of hierarchic modelers  in most relevant re- 
spects.  Each leaf in the tree represents a primitive.  The  
root is a camera,  and the in te rmedia te  nodes represent  op- 
erators .  We denote the leaves by L i, and the n nodes on the 
ascending pa th  from leaf L i to  the camera  as 0 Lj, where 
0 i'l is L i, 0 i'~- is the first opera tor  above L i, and Oi,n 
is the camera.  (When we refer to the objec ts  comprising 
the tree without  regard to the pa ths  they lie on, we index 
them as 0;.) For the  purpose  of sampling and rendering,  
each such pa th  defines a dis t inct  object ,  character ized by 
a coordina ted  bundle  of mathemat ica l  functions. These 
include: 

• A paramet r ic  posi t ion fnnction, P ; ( u , v ) ,  ~-~ ~ ~ 3  
defined recursively by 

Pi(tL, v) = p i " ' ( u , v ) ,  

Pi'J(u,v) = Ti 'J(Pi 'J-a(u,v)) , j  # l, 

p i ' l (u ,v)  = pL ' (u ,v ) ,  

where T i'5, ~.3 ~ ~3 is associated with opera to r  0 i'j, 
defining the t ransformat ion  it performs, and p L '  is 
the prinfit ive posi t ion function associa ted with L ~. By 
convention, the domain  of P is the unit square 0 < u < 
1, 0 < v < 1. In words, the pr imit ive L* generates  3- 
space posi t ions on the ob jec t ' s  surface as a function of 
u and v, and each opera tor  t ransforms those posit ions.  

• A paramet r ic  normal  function, Ni(u ,v) ,  similar to 
the posi t ion function but  generat ing surface normals.  
Tiffs is defined by 

N'(~,v) = N~"~(~,v), 
Ni'J(u,v) = N i ' J - I (u , v ) J -1T(T i ' j ) , j  # 1, 

oPLI(u,v)  oPL' (u ,v )  
NZA(U,V) -- × 

Ou Ov ' 

where 3 - IT  is the inverse t ranspose  of the Jacobian 
nmtrix [2]. 

• An implici t  ( inside-outside)  function, I~(X) ,  ~3 
~ ,  such tha t  the solution to I s (X)  = 0 is the same 
surface defined by p i .  The  implici t  function is defined 
recursively by 

~ ( x )  = I~"(x), 
I i ' / ( X )  = I i'j 1 ( (T i ' J ) - I (X) , j  # 1, 

/ i ' l ( x  ) ~- /'L' (X) ,  

where T -1 is the inverse of T,  and I / ;  is the pritfiitive 
implicit  function associated with L i. 
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F i g u r e  1: P ipef i t t ing .  A pipe s u b j e c t e d  to a p, ' t rametric bend  is i r t tached to  o t h e r  pipes at e i the r  end us ing surf~rce- 
to-surface  a t t a c h m e n t s .  S t a r t i ng  with  the  upper  left we see the  ilritial con t igura t ion ,  th ree  steps in ti le assembly  process,  
and the  final solut ion.  At the  lower r ight  is shown a new solut ion o b t a i n e d  by tnovit~g one of the  fixed pipes.  
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F i g u r e  2: An Oldham's  linkage being assembled and moved using a variety of energy constraints including sliders. The 
system of tongues and grooves serves to transfer rotat ion through the floating disc while allowing translations of either 
shaft in the plane of the disc. 
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F i g u r e  3: A working model of a cam and rocker arm, specified using energy constraints,  shown at several points in its 
cycle. The spring creates a torque around the fulcrunl, pushing the follower against the cam. The follower "feels" the cam 
using all implicil,-function interference constraint.  
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